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My Background
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• Since November 2015 at TIB

• Lead: Prof. Dr. Ralph Ewerth

• 20 members (thereof 3 postdocs, 13 PhD students)

Research interests:

• Multimodal & cross-modal information retrieval

• Deep learning for the analysis and annotation of media data

• Interactive search, exploration, and visualization of media data

• Information extraction for the Open Research Knowledge Graph

• Digital library as a virtual place of learning 

Research Group Visual Analytics (TIB)
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Research Projects (past 5 years)

Text & 

Image

Retrieval

Innovative

Services

Digital

Learning

Places

TIB AV 
Analytics

Multimodal

Information

FakeNarratives

ReflectAI



Slide 5

Screenshots

TIB-AV-A (related since retrieval but videos)

iART (related since retrieval but artworks)

FakeNarratives?

Springstein et al. @SIGIR 2023
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Springstein et al. @ACM Multimedia 2021
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• Number of patent applications rapidly growing

➢ Patent search is an important task:

‒ Assessment of the novelty of an invention

‒ Retrieval of related work 

‒ Identification of plagiarism

• Current search systems and approaches mainly rely on text or metadata [Krestel et al. 2021]

• But patents are multimodal and figures contain important information!

Motivation

Source (WIPO1): https://www.wipo.int/en/ipfactsandfigures/patents

1WIPO: World Intellectual Property Organization

https://www.wipo.int/en/ipfactsandfigures/patents
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• Number of patent applications rapidly growing

➢ Patent search is an important task:

‒ Assessment of the novelty of an invention

‒ Retrieval of related work 

‒ Identification of plagiarism

• Current search systems and approaches mainly rely on text or metadata [Krestel et al. 2021]

• But patents are multimodal and figures contain important information!

Motivation

Technical specifications 

(e.g., technical drawings)

Experimental settings 

(e.g., structured diagrams)

Experimental results 

(e.g., charts)

Image-based and multimodal patent retrieval systems are required!
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New Opportunities

Transformer

(Attention Mechanism)
[Vaswani et al. 2017]

Vision Transformer
[Dosovitskiy et al. 2021]

Contrastive Language-Image Pretraining 
[Radford et al. 2021]

Large Language Models 

(LLMs)

GPT-3.5

Vision-Language Models 

(VLMs)

[Alayrac et al. 2022]

InstructBLIP
[Dai et al. 2023]
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• Multimodal patent retrieval is not a trivial task

• Machine learning approaches, particularly from Computer Vision, are not optimized for patents

➢ Finetuning necessary to adopt models to the patent domain

• Multimodal training (and test) data is sparse and descriptive image captions rarely provided

‒ Time-consuming manual annotation required

‒ Automatic approaches to map semantically related text to images

Challenges

[Pustu-Iren et al. 2021]

BLIP-2 [Li et al. 2023]

Domain

Gap



Prototype

ExpResViP

Exploitation of research results through visual patent retrieval

Query Image
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ExpResViP: Exploitation of research results through visual patent retrieval

• Funding: Federal Ministry of Education and Research (BMBF)

• Duration: July 2020 – August 2023

• Homepage: https://projects.tib.eu/expresvip/

• Team: Junaid Ghauri, Dr.-Ing. Eric Müller-Budack, Prof. Dr. Ralph Ewerth

• Project Partners:

‒ Fraunhofer IAIS1

‒ Leibniz Headquarters

‒ University Hildesheim (IWIST2)

Project Overview

1Institute for Intelligent Analysis and Information Systems
2Department for Information Science and Natural Language Processing

Former team members:

• Kader Pustu-Iren

• Gerrit Bruns

https://projects.tib.eu/expresvip/
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• Visual and textual search for patents

‒ Lexical (keyword-based) text search

‒ Semantic text search

‒ Image-based semantic search

• Automatic analysis of visual elements in patents

‒ Basic image analysis (e.g., illustration type, optical character recognition)

‒ Advanced image analysis (e.g., visual concept recognition)

• Establishing semantic image-text relationships in patents

• Development of a patent retrieval prototype

Project Goals
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Backend

Architecture

Frontend

Filters

Image I

Image SearchLexical Search

Keywords K

Semantic Search

Text T

CLIP(I)
[Radford et al. 2021]

Solr-Syntax(K)
Sentence-BERT(T)

[Reimers et al. 2019]

Solr Index

Ranking
~368k images

EPO
Database

~35k patents
- wind/water turbine
- autonomous driving

User

Image-text 
Relations

Image Analysis
(e.g. Type, OCR)

Embeddings for
text and image
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What’s CLIP? 

Contrastive Language-Image Pretraining 
[Radford et al. 2021]

400 million 

image-text pairs

(no labeling required)
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Contrastive Language-Image Pretraining 
[Radford et al. 2021]

400 million 

image-text pairs

(no labeling required)

What’s CLIP? 

Good News

CLIP allows for image retrieval, cross-modal retrieval, and 

zero-shot concept recognition for arbitrary concepts!

Bad News

CLIP is not optimized for patents!

How can we create image-text pairs for patents to finetune

vision-language models such as CLIP?
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• Optical Character Recognition using EasyOCR1

Automatic Identification of Image-Text Relations

Existing Problems:

• Missing detections

• Fragmented detections

• Wrong Recognition

Overlayed Text

1EasyOCR: https://github.com/JaidedAI/EasyOCR

Notation

recognition__confidence

https://github.com/JaidedAI/EasyOCR
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• Optical Character Recognition using EasyOCR1

• Extraction of reference signs in the text

• Text parsed from xml file of the patent 

• Removal of stop words

• Regular expression to find numbers that are the candidates for reference signs

• Mapping of reference signs to OCR outputs

• Rule-based approach to assign concepts to the reference signs

“The wheel loader 101 comprises an equipment 111 for handling 

objects or material. The equipment 111 comprises a load-arm unit 

106 and an implement 107 in the form of a bucket fitted on the 

load-arm unit. A first end of the load-arm unit 106 is pivotally 

connected to the front vehicle section 102. The implement 107 is 

pivotally connected to a second end of the load-arm unit 106.”…

Automatic Identification of Image-Text Relations

1EasyOCR: https://github.com/JaidedAI/EasyOCR

https://github.com/JaidedAI/EasyOCR


DEMO TIME 

Prototype

Query Image
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Example 1: Lexical Search
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Example 2: Lexical Search (with bool connection)
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Example 3: Image-Text Relations
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Example 4: Semantic Text Search
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Example 5: Image Search
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Example 5: Image-Text RelationsExample 6: Image Search
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• Platform for image-based, lexical, and semantic search in patents

• Based on state-of-the-art approaches from natural language processing and computer vision

• Automatic extraction of image-text relations (linking of image components to keywords)

• Faceted search based on image information (e.g., illustration type)

Future Work

• Multimodal and cross-modal search

‒ Proof-of-concept using a multimodal re-ranking approach [Pustu-Iren et al. 2021]

• Adaption of vision-language models to patents (e.g., via fine-tuning with image-text pairs)

• Image retrieval based on image or object regions 

• Explainability of retrieval results

Summary



ViP@Scale

Visual and Multimodal Patent Search at Scale

Demo Code
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Visual and Multimodal Patent Search at Scale

• Funding: European Patent Office (EPO)

• Duration: April 2023 – March 2025

• Management: Prof. Dr. Ralph Ewerth

• Team: Sushil Awale, Dr.-Ing. Eric Müller-Budack

• Project Goals:

‒ Object localization and instance segmentation in patent figures

‒ Large-scale (multimodal) representation models for patent images

‒ Application of the multimodal models to downstream tasks, e.g., (cross-modal) image retrieval

‒ Evaluation on large-scale test sets using patent collections from the EPO

ViP@Scale – Project Overview
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Current Status

Next StepsIn ProgressCompleted

1. Data acquisition & preprocessing

2. Data analysis

3. Demo application for:

‒ Image retrieval

‒ Cross-modal image retrieval

1. Index patent figures

2. Design evaluation pipeline

3. Establish baseline score

1. Generate image-text pairs

2. Adopt VLMs for patents

3. Other approaches (e.g., 

constrastive learning for images) 

~10 million images
(subfigures, OCR)

>1 million patents
(all domains)

Milvus Index Vision-Language Models 

(VLMs)

[Alayrac et al. 2022]

InstructBLIP
[Dai et al. 2023]
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Preliminary Results – Cross-modal Retrieval
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• Adaption of CLIP (or other VLMs) to the patent domain

• Pairs of image and text required

• OCR outputs and mapping to text provided by EPO

• Text reference enriched with context from full sentence

• Problem: Most text references are not descriptive and not suitable for finetuning VLMs

• Component labels from OCR outputs can be used to generate captions for the figures

Fine-tuning of VLMs for Patents

FIG. 1 is a longitudinal sectional view taken through the joint showing it in 

engaged position

FIG. 1 shows a pipe connection 10 which includes a pin member 11 and a 

box member 12 having interengaged threads 13 and 14 in one step, and 

interengaged threads 15 and 16 in a second step. 
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Enrichment of Image-Text Pairs using LLMs

GPT-3.5
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Enrichment of Image-Text Pairs using LLMs

GPT-3.5
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Enrichment of Image-Text Pairs using VLMs

The steering wheel is located on the dashboard, and 

there is an imaging device located on the steering wheel. 

There is also a changeover switch located on the steering 

wheel, which can be used to switch between different 

modes of operation. A display device is also present on 

the dashboard, and there is a speaker located on the side 

of the steering wheel."

Can you provide a detailed patent description of this 

image given that the image components are as follows? 

1 vehicle; 10 steering wheel; 31 imaging device; 

32 changeover switch; 33 display device; 34 speaker

InstructBLIP
[Dai et al. 2023]

E

Note: Much smaller LLM compared to GPT-3.5 applied (flan-t5-xl)
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Large-scale Classification of Art-historical Images

Baseline (not finetuned)
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Vision-Language Models (VLMs) for multimodal patent retrieval can provide:

• better retrieval results by 

‒ adopting VLMs to the patent domain

‒ re-ranking of the top-k results

• improve search through user interactions:

• better explainability of retrieval results:

Outlook

Please only include results that show technical drawings from autonomous driving!

Can you tell me what these patents have in common and what differentiates them?



Thank you for your attention!
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[Alayrac et al. 2022] Flamingo: a Visual Language Model for Few-Shot Learning. NeurIPS 2022.

[Dai et al. 2023] InstructBLIP: Towards General-purpose Vision-Language Models with Instruction Tuning. arXiv preprint 2023.
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[Springstein et al. 2021] iART: A Search Engine for Art-Historical Images to Support Research in the Humanities. ACM Multimedia Conference, ACMMM 2021

[Springstein et al. 2023] TIB AV-Analytics: A Web-based Platform for Scholarly Video Analysis and Film Studies. International ACM SIGIR Conference on Research 
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